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Abstract
Accurately estimating item difficulty is crucial for designing fair and effective assessments, particularly in
high-stakes exams such as medical faculty admissions. This study investigates subject-specific textual el-
ements that significantly influence item difficulty beyond traditional readability features and explores the
predictive potential of machine learning algorithms in estimating the difficulty of best single-answer items
derived frommultiple true-false items. Using historical admission test data from the First Faculty of Medicine,
Charles University in Prague, we employ pre-calibrated difficulty estimates of multiple true-false items to
predict the difficulty of their reformulated best single-answer counterparts.

Our approach goes beyond traditional textual features related to readability, such as word counts, vocabulary
frequency, lexical similarity, and readability indices (Štěpánek, Dlouhá, & Martinková, 2023). Instead, we aim
to leverage domain-specific contextual elements within item wording – particularly in subjects like physics,
chemistry, and biology – that influence difficulty. These contextual and semantic elements include conceptual
and knowledge representation features (such as domain-specific taxonomy or terminology abstractness), se-
mantic embedding and contextual features (such as algorithm-estimated text complexity using large language
models), syntactic and structural complexity (including text mode, sentiment density, and diction analyzed
using language models), cognitive and conceptual load features (e.g., missing or aberrant information in the
item wording), and domain-specific features (such as chemical or mathematical notation, formulas, or fig-
ures), among others. By adopting this approach, we seek to uncover key linguistic or conceptual patterns
in item wording that strongly impact difficulty levels. Machine learning techniques are applied to identify
these domain-specific difficulty-related textual and contextual features. The dataset includes multiple years
of admission test responses, allowing us to match item wordings with test-takers’performance and apply the
Rasch model for difficulty estimation. By comparing pre-calibrated multiple true-false item difficulties with
the predicted and observed difficulties of their best single-answer versions, we evaluate the effectiveness of
our approach in predicting difficulty shifts caused by item reformulation.

The findings of this study may contribute to the field of educational assessment by demonstrating how ma-
chine learning can enhance difficulty estimation, particularly when transitioning between item formats. The
extracted textual features provide insights into the linguistic and cognitive factors influencing item difficulty,
which can inform test construction and item design in high-stakes assessments.
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