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Abstract

Single case experimental designs and experience sampling methods are state-of-the-art designs to study psy-
chological processes. These designs yield time series of data, which are commonly analyzed using first-order
autoregressive [AR(1)] modeling. In the AR(1) model, a variable is a function of its own value at the previous
time point (i.e., autoregressive effect). It is crucial that researchers estimate the model parameters accurately.
Nevertheless, estimating and performing inference on AR effects is not straightforward in small-sample set-
tings. This is important for psychological scientists, who are faced with a number of constraints which make
small-sample issues particularly relevant for the field. The Ordinary Least Square (OLS) estimator is the con-
ventional and one of the most popular methods for estimating the autoregressive effect. In this talk, we will
start with showing that OLS estimator is asymptotically consistent but downward biased due to the violation
of the strict exogeneity assumption (Hamilton, 1994). We argue that alternative estimation methods do not
resolve the exogeneity issue and thus fail to address small-sample bias. In addition, we demonstrate that in
the AR(1) model, estimators of the intercept \hat{\alpha} and the AR effect \hat{\rho} are correlated, leading
to bias in the intercept estimator when \alpha\neq0.

Consequently, small sample bias in the AR effect estimator can inflate power and increase Type I error in
intervention studies, particularly when the study design is imbalanced. To help with a better power/Type I
error rate, we propose two correction methods for improving the accuracy of OLS estimators in such settings.
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